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Red Hat OpenShift Reference Architecture
Joint Red Hat and Intel OpenShift Reference Architecture

• Intel® Xeon (2nd Gen – 
Cascade Lake, 3rd Gen – 
Ice Lake)

• Intel Optane (PMEM, SSD); 
Columbiaville

• Intel OpenShift RA for 4.6 
• Intel OpenShift Solution Brief for 

4.6 
• Red Hat: OpenShift Ref Arch – 

Multiple OEMs
• Dell: OpenShift Offering
• HPE: OpenShift Offering
• Cisco: OpenShift Offering
• Lenovo: OpenShift Offering
• Supermicro: OpenShift Offering 
• Penguin Computing: OpenShift 

Offering

Solution overview
Summary: The RA enables deployment 
of performant and low-latency 
container-based workloads onto different 
footprints, such as bare metal, virtual, 
private cloud, public cloud, or a 
combination of these, in either a 
centralized data center or at the edge

Purpose: A general purpose OpenShift 
reference architecture to showcase the 
best of Intel and Red Hat products with 
key workloads

Solution ecosystem

Collateral 

Intel enabling status 

Easy management and 
orchestration for 

container

Validated design simplifies 
design and speeds time to 

deployment

Scalability from edge to 
private cloud to public 

clouds

High performance for AI, analytics and DB workloads

3rd Gen Intel 
Xeon Scalable for 

container

Intel Optane and 
Intel NAND-based 

SSDs

Intel Ethernet 
Network 
Adapters

ISVs OEMs / CSPs SIs

Cloud Pak for Data

No SQL DBs

Key Complete In Progress In Plan

https://www.intel.com/content/www/us/en/partner/showcase/redhat/openshift-container-platform-ref-arch-4-6.html
https://www.intel.com/content/www/us/en/partner/showcase/redhat/flexible-infrastructure-tailored-to-innovate-brief.html
https://www.intel.com/content/www/us/en/partner/showcase/redhat/flexible-infrastructure-tailored-to-innovate-brief.html
https://cloud.redhat.com/blog/openshift-4-partner-reference-architectures
https://cloud.redhat.com/blog/openshift-4-partner-reference-architectures
https://www.delltechnologies.com/asset/en-us/products/ready-solutions/technical-support/h18217-openshift-container-dg.pdf
https://www.hpe.com/psnow/doc/a50002456enw
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_openshift_platform_4.html
https://lenovopress.com/lp0968-red-hat-openshift-container-platform-reference-architecture
https://www.supermicro.com/en/solutions/red-hat-openshift
https://www.penguincomputing.com/blog/penguin-computing-unveils-first-intel-select-solution-with-red-hat-openshift/
https://www.penguincomputing.com/blog/penguin-computing-unveils-first-intel-select-solution-with-red-hat-openshift/


Gain robust repeatability as self 
service, by automating the automation
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Michael Bang
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In this presentation i am going to talk about 

● Standardisation 

● Automation

● Collaboration
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It all starts with 
standardisation
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Picture credit to Association for Advancing Automation (A3)
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Standardisation in IT 
Strategic Viewpoint 

Efficient operation / maintenance

Reproducibility

Documentation

Policy / Governance

Audit / Reporting

Operating System

Backup and Observability

Middleware / Application Platform

Workload

Gives 
predictability

Architectural
principles
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Standard Operating Environment (SOE)

Definition:

“Provides tools, standards and best practices to 

manage the lifecycle of an entire, deployed stack 

– from operating system and infrastructure 

services through to middleware and 

applications.”

What areas does it focus on?

▸ Automation

▸ Standardisation

▸ Lifecycle management

▸ Reporting
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Standard Operating Environment (SOE)

OS and IT services

Database

Base system

Optional 
services

Application 
platform

Application

Application server

Basic approach

One-size-fits-most, generic servers with functional application blocks
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Standard Operating Environment (SOE)

Minimal OS

Network Authentication Security Logging

Backup Cluster Storage VMware

Database-
ready

JBoss EAP-
ready

Financials-
ready

Transactions-
ready

Database JBoss EAP

Base system

Optional 
services

Application 
platform

App 1 App 2 ... App nApplication

Adaptive SOE approach

Concept: Independent yet compatible and interchangeable components
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What about containers? they need SOE’s too
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Efficiency Through Automation

Ok, standards are great, but:

▸ only define point-in-time snapshots of the environment

▸ take time to maintain in a complex environment

▸ By automating the process of implementing standards we achieve:

▸ higher flexibility to accommodate change ⇒ higher agility

▸ higher operational efficiency

▸ eases lifecycle management
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What kinds of automation? 
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IT Automation

FULLY AUTOMATED
PROVISIONING

CONFIG
MANAGEMENT

ORCHESTRATION
APP 

DEPLOYMENT

CONTINUOUS 
DELIVERY

SECURITY/ 
COMPLIANCE

use cases your stack

Business value

Lots of tech
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Application Development and Deployment

BUILD TEST MERGE
RELEASE 

AUTOMATION
DEPLOYMENT 
AUTOMATION

CONTINUOUS
INTEGRATION

CONTINUOUS
DELIVERY

CONTINUOUS
DEPLOYMENT



GitLab & Ansible Automation Platform
Application upgrade via CI/CD 
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In this demo you will see
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● Commit application change to git 
● Triggers pipeline run with tests
● Deploy change to production 
● Remove 1st appserver from load balancer
● Update 1st appserver and enable in load 

balancer
● Remove 2nd appserver from load balancer 
● Update 2nd appserver and enable in load 

balancer.

Seamless 
upgrade of 
application 
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version controlcode

commit

CI pipeline

build

test

test

Integration
test

release

CD pipeline

deploy to prod

LB

APP SERVERS

production

azure

DB
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DEMO



What did we see in the demo
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✓ No manual steps 
✓ No human errors 
✓ Predictable outcomes 
✓ Higher efficiency
✓ Faster time to market 
✓ Less stress 

Seamless 
upgrade of 
application 



Continuous Integration
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OpenShift Pipelines 

Open source, standardised 
cloud-native style 

22

based on TEKTON
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● Self service application platform
● Build and test your application automatically
● Standardised native tools
● Everything as code

- Application
- Deployment
- Build and test

● Collaborative workflow

Simplified 
collaborative 
application 
development



3.

2.

1. Pipelines as a (cluster) service

CI resources - cloud-native

Git-centric workflow

24

Automate the automation
Standardise your CI - cloud-native style
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Why OpenShift Pipelines?

Built for 
Cloud-native

Scale 
on-demand

Flexible and 
powerful

Secure pipeline 
execution



26

Pipelines as a service



Task
step

Task
step

Pipeline

step

Task
step step

Task
step step

OpenShift Pipelines - Tekton concepts
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Everything as code
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.
├── my-service
│   └── <application-code>
└── manifests
    ├── deployments
    │   ├── deployment.yaml
    │   └── service.yaml
    └── pipelines
        ├── tekton-pipeline.yaml
        └── tasks
            ├── kustomize-task.yaml
            └── maven-task.yaml

kind: Pipeline
metadata:
 name: deploy-dev
spec:
 params:
   - name: IMAGE_TAG
 tasks:
   - name: git
     taskRef:
       name: git-clone
     params: [...]
   - name: build
     taskRef:
       name: maven
     params: [...]
     runAfter: ["git"]
   - name: deploy
     taskRef:
       name: knative-deploy
     params: [...]
     runAfter: ["build"]

git

build

deploy



Pipelines as code
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- GitOps enabled  -  git-centric workflow

- Integrated with Git provider

- Events, actions

- Pipelines run in cluster

- No pre-configured infrastructure 
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DEMO



What did we see in the demo
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✓ No manual steps 
✓ No human errors 
✓ Predictable outcomes 
✓ Higher efficiency
✓ Faster time to market 
✓ Less stress 

Simplified 
collaborative 
application 
development



Hybrid cloud pattern: Multicloud GitOps

Continuous Deployment
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● Keep delivering no matter the location
● Automate introduction of new features
● Manage risks by replication and scaling out 

environments
● Everything automated

Automated 
business 
continuity



We want everything  as code.

Applications, configurations 
and secrets delivered to 
autonomous environments. 
Visible change history. 
Comes with self healing.

PURPOSE
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Operator based
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TAKE IDEAS FROM HYBRID CLOUD PATTERNS
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https://redhat-gitops-patterns.io/ 
https://hybrid-cloud-patterns.io/multicloud-gitops/ 

Let’s look at the multicloud gitops pattern today

https://redhat-gitops-patterns.io/
https://hybrid-cloud-patterns.io/multicloud-gitops/


FOUR STEP PROCESS
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1

2

3

4

Create or Enhance

Version Control

Automate

Continuously Deployment



LANDSCAPE
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Several environments in 

hybrid clouds to 

automatically adapt to 

configuration or 

application changes.

1. Create

2. Commit

3. Automate

4. Keep Delivering

Version Control

Designer
Hub Cluster

Remote Clusters

One repository to control 

delivery versions

1 2

3

4
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Hub Cluster

Regional Cluster

ns: openshift-gitops

app git repons: multicloud-gitops-hub

RHACM

A

ns: openshift-gitopsA

MANAGED CLUSTERS SETUP
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✓ No manual steps 
✓ No human errors 
✓ Predictable outcomes 
✓ Higher efficiency
✓ Faster time to market 
✓ Less stress 

Automated 
business 
continuity
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Provide business 
value through 
collaboration



Too many unintegrated, domain-specific tools, limited collaboration and scale 
But many organizations have a common problem...

IT ops

Devs/DevOps

SecOps

Network ops
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In this presentation you learned about 

● Standardisation 

● Automation

● Collaboration

To gain robust repeatability as self service, by automating 
the automation



Red Hat Services get you going!
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